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• We provide a comprehensive analysis on the weighted surface fitting and 
find two critical problems of these methods in normal estimation.

• We propose to predict offsets to adjust the distribution of neighboring 
points which brings more robustness and accuracy in normal estimation.

• We design the network AdaFit with novel CSA layers to enjoy benefits 
from both small and large scales, which achieves improved performance 
in multiple standard datasets.

• How to accurately fit a surface with the presence of noise and 
outliers?
• Inconsistent Polynomial order n (Hard to choose an optimal n)

• Sensitive to outlier

• How to select an optimal neighborhood size?
• Large scale: robust to noise ☺; oversmoothing
• Small scale: accurate ☺; sensitive to noise 
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Challenges Method

I. Offset-learning
• Propose to learn the point-wise offset  to adjust the distributio of 

the patch 
• Use the points after offsetting for weighted least square surface 

fitting (avoid the problem of inconsistent polynomial orders and is 
robust the outliers)

II. CSA layer
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Application
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Surface reconstruction Denoising

Estimate the normal vectors for unstructured point clouds.

Under-fitting Over-fitting

Outlier
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Normal RMSE of AdaFit and baseline methods on the PCPNet dataset.
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Error map on real data

Input AdaFit DeepFit DeepIterMaxPool
s𝑘

𝑠𝑘+1

𝑓𝑘

𝑓𝑘+1

𝜑𝑘

∅𝑘

Repeat CSA layer


